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To the Director,

We  sincerely appreciate the critical analysis of our  study,1 and

we welcome the opportunity to further clarify our  findings.

The primary objective of our  investigation was to  apply machine

learning (ML) techniques to capture the complex and nonlinear

relationships between microRNAs (miRNAs) and obstructive sleep

apnea (OSA). The biology of miRNAs is  inherently intricate, involv-

ing regulatory networks with multiple targets, where even subtle

variations trigger significant biological responses.2 While classical

statistical methods provide valuable insights, they may  not fully

account for these complexities.

This biological context guided our  approach. We employed

Boruta and VSURF, two algorithms based on the Random For-

est method designed for variable selection. These methods aim

to exclude variables with negligible importance in distinguishing

study groups. Boruta evaluates the relevance of original attributes

by comparing them against artificially generated, randomized

shadow variables. If an original variable demonstrates significantly

greater importance than its shadow counterparts, it is retained;

otherwise, it is discarded. This iterative process continues until

an optimal set of predictors is identified, mitigating the risk of

including irrelevant features. Conversely, VSURF follows a three-

phase approach to filter out non-contributory variables. In  the first

phase, it assesses the importance of each variable in  differenti-

ating the study groups, discarding those with low or near-zero

relevance. The second phase refines the model by  eliminating

redundant or less stable variables. Finally, in  the third phase, the

subset of remaining variables that minimizes prediction error is

selected. Additionally, we employed sPLS-DA (Sparse Partial Least

Squares Discriminant Analysis), a  dimensionality reduction tech-

nique designed to address high-dimensional data while preventing

the inclusion of irrelevant variables. By introducing a  penalty on

the weights of variables, sPLS drives some weights to zero, a  pro-

cess known as sparse regularization, effectively selecting the most

relevant variables within a relational component of miRNAs that

correlate with the study group.

We acknowledge the recommendation to assess multicollinear-

ity using the Variance Inflation Factor (VIF). While VIF  is a

standard tool in  classical statistical modeling, the three ML  methods

implemented in our  study inherently mitigate redundancy during

variable selection. These methods evaluate all variables collec-

tively, allowing for the identification of their relative importance

within complex interactions. The relationship between miRNAs

and OSA may  not conform to simple monotonic associations,

such as those detected through Spearman correlations or similar

approaches. Regarding collinearity, both  sPLS and VSURF address

this concern through L1 regularization and the elimination of

redundant variables, respectively.

In conclusion, we value the feedback received, as it contributes

to a  constructive dialog on the application of ML  in molecular

profiling, particularly in  the field of noncoding RNAs.3 While we

employed algorithms specifically designed for variable selection

and the analysis of complex interactions, our study is not without

limitations. Despite efforts to  improve generalizability by mini-

mizing redundancy and irrelevant variables, the challenges of high

dimensionality, the risk of overfitting and the need for external val-

idation remain critical considerations. Further research is  essential

to expand our understanding of the role of miRNAs in  the pathology

of OSA.
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